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Abstract 

Our work demonstrates the process of 
extracting the temporal references from the texts. 
This procedure is highly dependable on the 
stemming process. A list of all the temporal 
references is used. The type of the temporal word 
decides the procedure to treat this word and gives 
the importance of this temporal reference. These 
conditions, with the help of the stemmer, produced 
an excellent result of 95% as precision and of91% 

as recall. 

1. Intorduction 

Up till recently, the work on extracting 
temporal references from the Arabic documents was 
not satisfactory. The reason for this dissatisfaction 
was due to bad results in the stemming process. The 
stemming process as we know is the backbone of 
extracting temporal references. The recall of the 
stemmer was not reaching even 65% [8]. Since 
Arabic is the official language of over twenty 
Middle Eastern and African countries, it is not 
acceptable to extract temporal references with a low 
recall stemmer. Working on these topics will have a 
great effect on our society and education level 
because it will make the path to correct data shorter. 
It will also save time for researchers and students 
alike. In addition almost all the documents we work 
on or use are written in one date, while describing 
events which occurred on different dates. So 
perhaps the following question is in order: how to 
search for a specific document describing events 
happening on a specific date? This is what we need 
to do in extracting Gregorian dates and Hijri 
(Arabic) dates. 

The rest of the paper is organized as follows: 
Section 2 presents related work. In section 3, we 
describe the process of extracting temporal 
references. A list of each category of words or 
temporal reference terms is shown with its effect on 
the temporal reference string and its effect on the 
rank of this reference. In section 4, experimental 
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results are shown on 25 texts. A conclusion IS 

drawn in section 5. 

2. Related Work 

Numerous works were done on the temporal 
references extracting in different languages, but not 
on the Arabic language. [1] presented a new object­
oriented document model, named TOODOR, which 
stands for Temporal Object-Oriented Document 
Organization and Retrieval. This temporal database 
model represents the properties of historical data. 
[2] also worked on this model and took into 
consideration two time dimensions: the publication 
date, and the event-time period of documents. 
TO ODOR assumes that the event-time period of a 
document is manually assigned by specialists, 
which is an important limitation. This limitation 
was solved by [3], who extracted temporal 
information from document texts and translated 
them into temporal expressions of a formal time 
model. From these expressions, they were able to 
approximately calculate the event-time periods of 
documents. [4] described a semantic tagging system 
that extracts temporal information from news 
messages. Temporal expressions are defined for this 
system as chunks of text that express some sort of 
direct or inferred temporal information. Relying 
also on TOODOR, [5] developed a new declarative 
retrieval language for historical documents. The 
purpose of this language is to facilitate the 
specification of complex conditions so that 
historical documents can be retrieved by their 
contents, structure, and temporal relationships. [7] 
presented a tool for extracting time (temporal) 
references from textual documents. It employed a 
set of simple rules and a finite state automaton to 
compute time indices of documents based on their 
contents and reference dates. Time references 
extracted from texts can even help to index video 
content [6]. 

3. Extracting Temporal References 

If one reads three documents written on the 
same day, the first document may be talking about 



an event that happened on that same day, while the 
second might be about things that occurred 
centuries ago, and the third about things that are 
likely to happen in the future. In this section, we 
will describe how we are able to retrieve the 
temporal reference from a document and the ability 
to show the importance of this temporal reference. 

We added to the Stop list table all the temporal 
references and the words that we believe could 
indicate or predict the presence of a temporal 
reference. Each of these temporal references has its 
own type that we name "TermTypeID". All the 
types, their meaning and some samples are shown 
in tables (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, and 12). 

Type "30" is used for the names of the days, 
words as "months", "years", etc. (Table 1). 

Table 1. Temporal references of type "30". 

Type "31" has a special case. Each of these 
references is normally followed by either "-JJ':i1 
.)J':il" ("fIrst") or ":;y..)lll-�WI" ("second"). Thus, 
whenever any of these terms is found, one should 
look ahead to predict the next word (Table 2). 

Table 2. Temporal references of type "31". 

Type "32" is only the word "�", and we 
added it only for the sake that this word in Arabic 
has two meanings: 

1- The Arabic month that comes directly 
after "tf>A" ("Moharam") is called 
"�" ("Safar"). 

2- The number zero. 

Type "33" comprises "uL..jll uJy..". They all 
indicate the presence of a temporal reference. For 
example, the word "�,, ("from") defInitely 
followed by a temporal reference such as: " tIL � 
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1971" ("since the year 1971"). However, this type 
can come in the sentence as ',"ill y....l Jii" ("before you 
enter"). This sentence is a temporal reference, but it 
is of no importance; thus, it is not extracted as 
temporal reference (Table 3). 

Table 3. Arabic time adverb "uL..jll uJy..". 

Type "34" is also a temporal reference that 
normally needs type "33" as a prerequisite to give a 
clear temporal reference. However, they are not 
categorized as good temporal references (e.g., " � 
ut.;.:..':il" ("some times")) (Table 4). 

Table 4. Temporal references of type "34". 

Type "35" is also another temporal reference, 
which is clearer and more powerful than type "34", 
even if it does not give an exact time reference, as 
when we say "10 :kUI JI.J""", which means "about 
ten o'clock" (Table 5). 

Table 5. Temporal references of type "35". 

Type "36" is the season name, and of words 
like: year, month, term etc. (Table 6). 

Table 6. Temporal references of type "36". 



Type "37" includes all the names of the 
months: Arabic months and Arabic Gregorian 
months (Table 7). 

Type "40" comprises numbers: one, two, three, 
thousand, etc. (Table 8). 

Table 8. Numbers. 

Type "46" contains the words that clarify and 
describe the temporal reference; for example, " ,.) 
�I..:ill I'..,;ll" ("the next day"). These temporal 
references cannot stand alone; rather, there should 
be a temporal reference of higher priority (types "2" 
or "3") for these to be attached to it. In the previous 
example, the word "i"..,;ll" ("day") is the word of 
higher priority which is attached to the word "�I..:ill" 
(Table 9). 

Table 9. Temporal references of type 46. 

Type "47" comprises the same characteristics 
of words of type "46". But here they can stand 
alone as a temporal reference (Table 10). 

Table 10. Temporal references of type 47. 

StopList 
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StopList 

There are also some words that imply the 
presence of a temporal reference such as " w yo..l 
..r.JI" as in (Tables 11 and 12). 

Table 11. Words that indicate the presence of a 
temporal reference. 

Table 12. Other words that indicate the presence of 
a temporal reference. 

Finally, type "45" contains one word ".J�". 
When used alone, as in the sentence "� .J�" ("has 
knowledge"), this word will not be a temporal 
reference. However, if followed by "4.::JI" or 
" • .Aill", it is treated as a temporal reference which is 
an Arabic month "4.::JI .J�" ("Zou Al Hijja") or " .J� 
• .Aill" ("Zou Al Kieda"). 

As it is clear from the preceding samples, we 
have the field "StemWord", which is the correct 
stemming of the word. Since we are searching for 
these references, we can directly take this 
"Stem Word" and add it to the stemmed words 
instead of sending them to the stemmer to be 
stemmed. 

After passing through a special routine that 
indicates whether or not this word is a StopList 
word, the variable "IsTerm" returns the result. If it 
is a StopList variable, we have two options: 

1. Temporal reference or a word that 
indicates the presence of a temporal 
reference, or 



2. Meaningless StopList. 

Our concern is the first type where the 
TermTypeID is one of these {3, 10, 30, 31, 32, 33, 
34, 35, 36, 37, and 40}. The following routine 
describes how we handled some of these types: 

If the TermTypeID = {3, 10} the following 
condition is activated: 

reference before 
the new one, which will 

the condition. it 

rderence other 

If TimeRef <> 0 And WordedYear <> 0 
And TemporalRef <> "" Then 

TempToBePosted = TemporalRef 
PostTemporalRef= True 
TemporalRef= cleanword 'we 

this word the reference 
field. 

Endif 

TimeRef = I 'this is an indicator 
which means that we have a 

reference field. 

If PrecededTermType = 30 Or 32 Or 34 Or 
37 Then 

ExtractedTerm = 
Terms.AddTermOnly(Document.Ttem(i). 
Word, StopListStem Word) 

'The helow condition is to show 
the ofthe 

37 is a very 
tenlpC!ri:ll rderence while 30 is a 
moderate one. 

If PrecededTermType = 30 Then 
tempBMG=2 
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If PrecededTermType = 37 Then 
tempBMG=3 

'thc condition below is ifthcrc is a 
ycar offomlat 9999 aftcr Ibc above typcs 
whicb is a kind of and that 

TemporalRef= TemporalRef &"" & 
cleanword 

If i < cnt Then 'thi.s condition to ensure 
that we did not reach the end of the 

If IsNumeric( CharAt(Document.Item(i + 
1).Word, 1)) Then 

TimeRef= 1 

The following sample of the temporal 
references that we extracted: 

• 1971j""':; 10 u! 
1939 !"WI u.-

1423 � 4-:J1 J� �.} 
• UJy:;,c. J � J:i.;L........:i J Ull � 

• y:;,c. :i.;�\.:J1 �\...JI 

These and many others are clearly marked and 
added as a temporal reference (with its importance). 
There are also the formatted dates and times as we 
have called them. These are the dates of different 
formats, with the following sample: 

• dd/mm/yy 
• dd/mm/yyyy 
• dd-mm-yyyy 
• dd/mmmm/yyyy 
• mm/dd/yyyy 
• hh:mm:ss 
• etc . . .  

These types of dates are very important, and 
they are rated as an important temporal reference. 
They are handled in the following procedure: 

If Not IsNumeric(firstlet) Then 
TemporalFormat = 

TemporalTerm. WhatTemporalFormat(Tri 
m(Doc\ill1entItem(i). Word), 
MyFormatType) 

If (MyFormatType = 1 Or 
MyFormatType = 2) Then tempBMG = 3 

MyFormatType = 0 



If TimeRef <> 0 Or W ordedY car 
<> 0 Then 

TemporalRef = 

TemporalRef &" " &  cleanword 
End if 

End If 
End if 

The "WhatTemporalFormat" function returns 
the format type of the temporal reference through a 
special function called "GetF ormat". If the format 
belongs to the array "lstDateFormat" that contains 
all type of date formats or to the array 
"lstTimeFormat" that contains the entire time 
formats, then it is considered to be a good temporal 
reference. 

Needless to mention that if the format 
"99/99/9999" was found in the document as "99 / 
99 / 9999" or "99 - 99 - 9999", it is also taken into 
consideration and combined as a temporal 
reference. 

The importance of the reference is affected by 
the data (temporal references) the reference 
contains. The variable "tempBMG" is responsible 
for determining the importance of the temporal 
reference. It has three values: 

• "1" for poor references as "w�\ ,.)". 
• "2" for medium references as " � lJA 

w\�". 
• "3" for strong references as "1971 I"b". 

4. Experimental Results 

In this paper, we describe the process of testing 
the time extractor. We used 25 different texts 
unaltered, that is, without touching the structure of 
the text. The texts were of different lengths. The 
following terminology was used to clarify the 
experiment: 

1- L: length of the text. 
2- MR: number of temporal references 

retrieved manually. 
3- CR: number of temporal references 

retrieved correctly by the computer. 
4- RT: number of temporal references 

retrieved correctly but given a wrong 
type. For example, "1998 ,.)" was 
given type "1". 
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5- NR: number of temporal references 
that was not retrieved. 

6- RNC: number of temporal references 
that was retrieved but was not 
complete. For example, the temporal 
reference "($�\ �\ ,.)" was 
retrieved "�\ ,.)". 

7- MAR: the number of temporal 
references that are ambiguous but 
retrieved manually. For example, "I"b" 
means "year" and "general". So when 
retrieved and means "general", it is 
considered as ambiguous temporal 
reference. 

8- CAR: number of temporal references 
that are ambiguous but retrieved by 
the computer. 

To evaluate the results, we include the two 
usual metrics as in the stemming testing: precision 
and recall. Precision measures the percentage of 
relevant results - how well the retrieval algorithm 
avoids returning results that are not relevant; i.e., 
precision = CR! (CR + NR). Recall measures the 
completeness of retrieval of relevant temporal 
references. That is Recall = MR / CR. 

The results show a precision of 95% and a 
recall of 91 %. The detailed result is shown in table 
13. 



Table 13. Temporal references extracting results. 

Text# L MR CR CAR 

1 467 3 3 2 

2 1044 19 14 5 

3 789 20 17 4 

4 532 7 6 4 

5 532 11 11 0 

6 546 6 5 1 

7 587 12 10 2 

8 887 27 22 1 

9 1039 21 21 2 

10 846 12 11 1 

11 1023 51 45 5 

12 714 13 11 2 

13 767 25 22 1 

14 513 4 4 0 

15 413 6 6 2 

16 424 4 4 5 

17 463 6 6 2 

18 1231 22 21 0 

19 577 6 6 4 

20 559 6 6 2 

21 496 10 8 0 

22 451 13 12 6 

23 599 12 9 3 

24 633 7 7 0 

25 720 25 21 2 

Average 

We did not find the results of previous work on 
extracting temporal references for Arabic language 
to compare with the result of our work. However, 
we can show some results of extracting temporal 
references in English language keeping in mind the 
simplicity of English language as compared to the 
complexity of Arabic. [4] showed a precision of 
87.30% and a recall of 90.66%. [3] also showed a 
better performance upon analyzing four newspapers 
containing 1,634 time expressions. The overall 
precision (valid extracted dates / total extracted 
dates) of the evaluated set was 96.2% while the 
overall recall (valid extracted dates / valid dates in 
the set) was 95.2%. 

5. Conclusion 

We implemented a procedure that extracts the 
temporal references from Arabic texts. This 
procedure is highly dependable on the stemming 
process. A list of all the temporal references is used. 
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0 1 0 UH) LOO 

3 2 0 0.74 0.82 

3 0 0 0.85 0.85 

1 0 0 0.86 0 86 

0 0 0 UH) LOO 

0 2 0 O.lB 100 

2 1 0 0.83 0.8 3 

2 3 0 0.81 092 

0 2 0 1.00 LOO 

1 0 0 092 092 

2 4 0 0.88 (l96 

2 0 0 (t85 (U{5 

2 1 0 0.88 0.92 

0 0 0 100 100 

0 0 0 1.00 LOO 

0 0 0 IJ)O l.OO 

0 0 0 1.00 LOO 

0 1 0 0.95 Lt)O 

0 0 0 1.00 LOO 

0 0 0 IJ)O l.OO 

0 0 2 0.80 100 

0 2 1 0.92 Lt)O 

1 2 0 0.75 090 

0 0 0 UH) LOO 

0 3 1 0.84 100 

0.91 (1.95 
This hst is a part of the stop hst words, and every 
word that was stemmed was directly checked to 
verify if it belongs to that list. The type of the 
temporal word decides the procedure to treat this 
word and gives the importance of this temporal 
reference. These conditions, with the help of the 
stemmer, produced an excellent result of 95% as 
precision and of 91 % as recall. 

Further research includes adding more temporal 
word references to the stop list words with the 
correct type. 

Further work should also be done on assigning 
the text a correct time reference after extracting the 
temporal references from it. 
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